
November 21st, 2023, Hitotsubashi Hall 101-103
National Center of Sciences building, Hitotsubashi, Chiyoda-ku, Tokyo, Japan

The VoicePersonae Workshop

– VoicePersonae overview and highlights –

10:00-11:00 AM: Opening - Overview of the VoicePersonae Project
Speaker: Prof. Junichi Yamagishi (National Institute of Informatics,
Japan)

11:00-11:15 AM: Co�ee break (15 min) @ Room 101-103

11:15-11:50 AM: Voice privacy Processing
Speaker: Prof. Jean-Francois Bonastre (Inria & Avignon University,
France)

12:00-12:30 PM: Voice Biometrics & DeepFake Detection
Speaker: Prof. Nicholas Evans (EURECOM, France)

12:30-2:00 PM: Lunch Break

Lunch map

https://www.google.com/maps/d/viewer?mid=1rIzD699zCZi9InRbdC7797P0J-Q&ll=35.69471841862272%2C139.7597723525009&z=16


– Theme 1: Speech generative models and related topics–

2:00-2:30 PM: From DSP and DNN to DNN/DSP: neural speech waveform models and its
applications in speech and music audio waveform modelling
Speaker: Dr. Xin Wang (NII, Japan)

Abstract: The waveform generation model is indispensable to speech
and music audio generation. The VoicePersonae project started when
the deep neural network (DNN) was introduced to produce the
waveform, an approach deviating from traditional digital signal
processing (DSP) approaches. Combining DNN and DSP, the
VoicePersonae project produced pioneering DSP plus DNN models,
such as the neural source-filter waveform model and the
GAN-excited linear prediction waveform model. This presentation
will explain those outcomes, highlight the technical novelties,
and summarise models from the research community that follow the
DSP plus DNN (a.k.a differential DSP) approach.
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2:30-3:00 PM: End-to-End Speech Synthesis and Its Entertainment Applications: Rakugo
Modelling & Musical Instrument Sound Modelling
Speaker: Dr. Shuhei Kato (Revcomm, Japan) & Dr. Yusuke Yasuda
(Nagoya University, Japan)

Abstract: Text-to-speech synthesis is a technique for converting
text into speech. Recent developments in deep learning have led to
the emergence of end-to-end speech synthesis, a technique that
converts text directly into speech. This method enables the
generation of synthesised speech that is indistinguishable from



human speech. This method is also highly versatile and can handle
not only text-to-speech conversion, but also score-to-music
conversion within the same framework. However, from the
perspective of entertaining people, it is extremely difficult to
develop synthesis technology that extends to professional human
performers and musicians. In this project, we have improved
end-to-end speech synthesis to realise Rakugo speech synthesis and
guitar music synthesis. In this presentation, we will present the
results of our research to realise synthesis technology to
entertain people.

3:00-3:30 PM: From Human Ears to Deep Neural Networks: Automatic Evaluation of
Synthetic Speech and Audio Data
Speaker: Dr. Erica Cooper (National Institute of Informatics, Japan)
& Mr. Wen-Ching Huang (Nagoya University, Japan)

Abstract: Evaluation of experimental speech synthesis systems is
largely conducted by human listening tests, such as the
widely-used mean opinion score (MOS) test. These tests can be
time-consuming and costly, precluding rapid experimental
iteration; however, existing objective metrics fall short of
correlating well with human judgments or generalizing to unseen
conditions. We will present the efforts of the VoicePersonae
project to address this problem, including the collection of
large-scale public datasets and the development of strong baseline
MOS predictors by applying modern techniques such as
self-supervised learning based models for speech. We will also
present the experiences and lessons learned from two years of
running the VoiceMOS Challenge, an international shared task for
MOS prediction.
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3:30-3:45 PM: Co�ee break (15 min) @ room 101-103

– Theme 2: Speech security and deepfake detection–

3:45-4:15 PM: From Artefacts to Insights: A Topical Analysis of Voice Biometric Security
Speaker: Prof. Massimiliano Todisco (EURECOM, France) & Dr. Hemlata
Tak

Abstract: In recent years, voice biometric security has gained
significant attention for its potential to offer secure and
convenient authentication. However, the emergence of generative AI
or deepfake technology has raised concerns as it enables the
creation of highly realistic synthetic media, including speech
recordings. Speech deepfakes pose a serious threat to voice
biometric security systems, allowing unauthorized access and
impersonation. This presentation explores the interaction between
voice biometrics and security, especially in the face of the
challenges posed by deepfakes. To tackle these challenges, we
present advanced deepfake detection techniques that leverage graph
neural networks (GNNs) and self-supervised learning based
front-ends. GNNs have demonstrated promising results in diverse
domains such as natural language processing and computer vision.
By exploiting the inherent graph structure of voice data, GNNs
effectively capture intricate relationships between acoustic
features and identify distinctive cues indicative of spoofing
attacks. This talk sheds light on the potential of self-supervised
learning and GNN-based solutions to enhance the robustness and
reliability of voice biometric systems, ensuring the integrity and
authenticity of voice-based authentication processes.

In the last part of the talk, we will discuss Malafide, a universal
adversarial attack against voice biometrics. Through convolutional
noise and specialized filters, Malafide is able to compromise
spoofing countermeasures, posing significant threats even in
black-box settings.
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4:15-4:45 PM: Partial Spoof Detection: Countermeasures for the Detection of Short Fake
Speech Segments Embedded in an Utterance
Speaker: Ms. Lin Zhang  (National Institute of Informatics, Japan)

Abstract: Automatic speaker verification is susceptible to various
manipulations and spoofing, such as text-to-speech synthesis,
voice conversion, replay, tampering, adversarial attacks, and so
on. We consider a new spoofing scenario called Partial Spoof (PS)
in which synthesized or transformed {speech} segments are embedded
into a bona fide utterance. While existing countermeasures (CMs)
can detect fully spoofed utterances, there is a need for their
adaptation or extension to the PS scenario.



We propose various improvements to construct a significantly more
accurate CM that can detect and locate short-generated spoofed
{speech} segments at finer temporal resolutions. First, we
introduce newly developed self-supervised pre-trained models as
enhanced feature extractors. Second, we extend our PartialSpoof
database by adding segment labels for various temporal
resolutions. Since the short spoofed {speech} segments to be
embedded by attackers are of variable length, six different
temporal resolutions are considered, ranging from as short as 20
ms to as large as 640 ms. Third, we propose a new CM that enables
the simultaneous use of the segment-level labels at different
temporal resolutions as well as utterance-level labels to execute
utterance- and segment-level detection at the same time. We also
show that the proposed CM is capable of detecting spoofing at the
utterance level with low error rates in the PS scenario as well as
in a related logical access (LA) scenario. The equal error rates
of utterance-level detection on the PartialSpoof database and
ASVspoof 2019 LA database were 0.77% and 0.90%, respectively.   

4:45-5:15 PM: From Deepfake Detection and Segmentation to Restoration: Protection of
Facial Biometrics from Manipulative and Generative AI
Speaker: Dr. Huy H.Nguyen (National Institute of Informatics, Japan)
& Dr. C.C. Chang (NII, Japan)

Abstract: With the rapid advancement of technology, image
manipulation has evolved to a sophisticated level, enabling
effortless alteration of a subject’s identity, facial features,
movements, and even the creation of entirely fabricated images or
videos, popularly known as deepfakes. The widespread use of social
media has facilitated the generation and dissemination of vast
amounts of data, encompassing personal information, news articles,
images, and videos. Unfortunately, this environment has also made
it easier for malicious actors to create and widely distribute
deepfakes to large audiences. In response to this emerging threat,
we have pioneered comprehensive countermeasures against deepfakes,
focusing on detection, segmentation, and restoration. Our
detection methods assess the probability of a face being a
deepfake, while segmentation provides explainable information on
manipulated regions. Conversely, our innovative approach to
restoration, termed “cyber vaccination,” involves adding
imperceptible but resilient latent noises to original images
before publication. These noises are crucial in restoring original
images from manipulated ones. Through extensive experimentation,
we have demonstrated the effectiveness of our proposed methods in
deepfake detection, segmentation, and restoration.
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5:15-5:30 PM: Co�ee break (15 min) @ room 101-103

– Theme 3: Speech privacy and speaker anonymization –



5:30-6:00 PM: Preserving Speaker’s Privacy and Utility: The VoicePrivacy Progress and
VoxCeleb2 Database anonymization
Speaker: Dr. Natalia Tomashenko (Avignon University, France) & Dr.
Xiaoxiao Miao (Singapore Institute of Technology, Singapore)

Abstract: Speech contains a lot of personal, private information
(e.g., age, gender, personality traits, health and emotional
state, socio-economic status, geographical background, etc.) which
can be associated to the speaker’s identity using automatic
speaker recognition or metadata. Thus, collection, processing, and
storage of speech data poses serious privacy risks. Formed in
2020, the VoicePrivacy initiative is spearheading the effort to
develop privacy preservation solutions for speech technology.
In the first part, we provide an overview of privacy preservation
solutions for speech data, with a focus on voice anonymization. We
present the VoicePrivacy challenge design including the voice
anonymization task and evaluation metrics, and discuss findings of
the first two challenge editions.
In the second part, we address the legal and ethical concerns that
led to the withdrawal of the VoxCeleb2 ASV dataset by creating a
privacy-friendly synthetic VoxCeleb2 dataset. Specifically, we
employ the state-of-the-art speaker anonymization techniques to
anonymize authentic VoxCeleb2 dataset and evaluate the quality of
the generated speech in terms of privacy, utility, and fairness.
We also discuss the challenges of using synthetic data for the
downstream task of speaker verification.
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6:00-6:10 PM: Closing

Speaker Bibliographies
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Junichi Yamagishi (Senior member, IEEE) received a Ph.D. degree from the Tokyo
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